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* Job 2 requeststoo much BW and can cause contention with Job 1

" Job 2 is delayed until more BW is available (i.e., when Job 1 completes)
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* Two scenarios are modeled:
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